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1. Introduction 

In the equivalent circuit of piezoelectric 
transducer shown in Fig. 1, we have already shown 
the precise estimation method for C/C0 = ΣCn/C0
and Ln. However, some “inference” process is 
required for this estimation. In this study, we 
improve this point by introducing a kind of 
feedback system, in which two feedback processes 
are repeated in an alternating manner.  

2. Relationships between Lumped Parameters  

In this section, some equations discussed in 
the previous studies1-4) are reviewed for later 

discussion. In the frequency (ω-) domain, resonance 
frequencies and corresponding resonance intensities 
form a kind of “pattern” with some mathematical 
regularities, when the observation is performed 
from ω = 0 to infinity 1,2). However, we can usually 
observe only a finite number of lower resonance 
modes, as shown in Fig. 1(a), where ωn is   
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(for nth mode, where the subscript A and R stand 
for electrical antiresonance and resonance, 
respectively), and Yn is related with Ln in Fig. 1 as 
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In this study, we only set  
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for convenience. We also define 

2
ˆ

n

n
n

YY
ω

≡ , �
∞

=

≡
1

ˆˆ
l

lYY ,

(the normalization factor is set unity for the purpose 
of this study), which equal to Cn and  

Fig.1 Equivalent circuit:  (a) When all
modes are considered. (b) When resonance
of nth mode is measured. The switch is
shorted in the case of transverse (T-) effect,
while it is open in longitudinal (L-) effect. 

Fig. 2 Resonance pattern in the frequency
domain as a pair of ωn and Yn. (a) Example
of measured data. (b) Inference of pattern in
the frequency domain by considering some
periodicity in the domain. 
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respectively. The relationship between C’0 and C0 in 
Fig. 1 is given by 

CgCC n�00 ≡′ , 
which is the definition of gn with mode dependence. 
(The upper sign for L-effect, and lower sign for 
T-effect.) From the measurement of the nth mode 
resonance,
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are obtained.3) gn is estimated conventionally using 
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and, in ref. 4, we adopt  
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from which 

( ) 0/1/ CCrgrr nnnn ≈′±′≡

is estimated. rn corresponds to the capacitance ratio, 
and therefore, should be invariant regardless of n,
which can be utilized for reducing the errors in the 
measured values of Yn or Ln−1:  Modifying Yn for 
multiple modes (n=1,2,…) appropriately, Yn �
Yn*, can make the variance of rn over the measured 
modes a minimum,     

[ ] [ ] min)(MeanVar 2 →−≡ nnn rrr  

under a constraint condition: 
constantˆ =Y .

This procedure provides more reliable values of Yn
(~Ln−1) as well as rn (~C/C0).

2. Point of Argument in This Study  

In the above method, the value of Y^ must 
be estimated by inferring the values of ωn and Yn in 
higher modes with the help of the actually 
measured data on lower modes, as shown in Fig. 2.
However, this inference process might include some 
errors due to the following reasons:      

(i) The periodicity in the frequency domain on ωn
and Yn cannot be known in advance.  

(ii) The measured data of Yn in themselves might 
include some errors before the correction mentioned 
in Sec. 2, from which Y^ is inferred.  
     Therefore, we introduce some feedback 
system in this study to reduce the errors in Y^. Note 
that
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where gn is regarded as a function of Y^ and Yl.
With the help of this equation, we introduce 

1),ˆ(1ˆ *
*

2 ≈��
�

�
��
�

�
Δ≡ ln

nn
nn YYg

rY
YU �ω , 

in which Yl =Yl* (l=1,2,…,n,…) are substituted, and 
Un is regarded as a function of Y^ and (the mean of) 
rn. (However, the error in Y^ influences the mean 
square error in rn.4)) By modifying Y^ and Mean[rn],  

[ ] [ ] min)1(MeanVar 2 →−≡ nn UU ,
which can provide more reliable value of Y^ = Y^*. 
Using the best estimates at this moment, the 
above-mentioned processes are repeated, the 
concept of which is depicted in Fig. 3. (Instead of 
the asterisk (*), the number of times of correction 
(i) is written as the superscript.) 
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Fig. 3 “Alternating” feedback system to
correct Yn (~Ln−1), rn (~C/C0), and Y^ (~ C). i
is the number of times of the repetitive
correction.
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